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Forward 

The PI would like to sincerely thank the support on this project from the Mathematical Sciences 
Division of ARO and the program manager, Dr. Mou-Hsiung Chang. Significantly benefiting from 
the support, the PI has extended her research area to network statistics and generated ample 
results. The PI was successfully promoted to Associate Professor with tenure, for which this 
grant served as one honorable recognition. The PI also established industrial collaboration with 
the US Army Electronic Proving Ground to implement some of the research results to real-world 
applications that directly benefit the Army in defense and security. Through the successful 
experience of this project, the PI is enthusiastically looking forward to working with ARO on 
other potential projects/opportunities.  
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Statement of the Problem Studied 

In this project, we focused on developing new statistical models for characterizing the dynamic 
evolution of networks and detecting changes deviating from the normal evolving trajectory. 
Modeling the dynamics of evolving networks and detecting abnormal changes is of great 
interest in many domains. Figure 1 gives examples of three such domains, including (a) brain 
networks in developmental studies, (b) social networks in security surveillance, and (c) wireless 
communication networks in quality of service monitoring and intrusion detection. What 
complicates the problem even more is that the network measurement data is usually of mixed-
type and multi-dimension. For example, brain networks may be measured by functional or 
structural neuroimaging techniques; social interaction may be through multi-type social media 
(facebook, twitter, LinkedIn, etc); wireless communication may be measured by logic link, 
connectivity, or connection strength. Despite the interest and importance of the problem, the 
fundamental methodological development in statistical modeling has been lacking. In this 
project, we studied the problem through three specific aims, including: 

Aim 1: Multi-type multi-dimension network data fusion 

Aim 2: Dynamic modeling of evolving networks 

Aim 3: Anomaly detection in evolving networks   

Table 1 summarizes the results of our literature review, which shows that research for 
addressing these specific aims is lacking and therefore this project is timely and impactful.  

Table 1: Specific aims of this project and limitations of related existing work 

Aims  Limitations of existing work (references omitted due to space limit) 

Multi-type multi-
dimension network data 
fusion  

Latent variable models focus on “variables” not “networks”. 
Relational learning focuses little on fusion of multi-type relations 
(qualitative vs. quantitative, different distributions or uncertainties).  

Dynamic modeling of 
evolving networks  

Dynamic or time-varying graphical models either assume the 
dynamics to be Markovian or focus on dynamic attribute data but not 
relational data.  

Anomaly detection in 
evolving networks  

Statistical Process Control (SPC) methods focus on monitoring of 
“variables” not “networks”; in network settings, SPC has only been 
limitedly used for network centrality measures.  
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(a) Evolving brain networks in child development; abnormal changes may represent 
developmental problems 

 

(b) Evolving social networks; detecting abnormal changes may help social surveillance 
 

 

(c) Evolving wireless communication networks; abnormal changes may indicate poor quality-of-
service or intrusion 

Figure 1: Modeling the dynamics and changes in evolving networks is of great interest in many 
domains: (a) brain development; (b) social interaction; (c) wireless communication 
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Summary of the Most Important Results 

The important outcomes from this project are summarized in three sections: research, 
collaboration, and education and human resource development.  

Research:  

Though the original proposal of the project was written in the context of social networks, we 
found, during the performance period of this project, that the fundamental methodological 
development is needed in and also applicable to many other domains with network data such as 
brain networks and wireless communication networks that are closely related to the PI’s past 
and ongoing research experience.  

Aims 1 and 2: We studied extensively the characteristics of the networks in these domains and 
developed three new statistical models for modeling the underlying dynamics of the networks 
(Aim 2). It turned out that in two of the three models, fusion of multi-dimensional network data is 
just a special case of dynamic network modeling, i.e., by replacing the time index with the 
dimension index (Aim 1). Details of the model development are summarized in Appendix A. 
Table 2 briefly summarizes the statistical formulation and solution algorithms of the model 
development as well as the properties for each model.  

Table 2: Statistical formulation, solution algorithms, and properties of three proposed dynamic 
models for network data 

Proposed 
Models 

Statistical formulation and solution 
algorithms 

Properties 

(1) A kernel 
smoothing 
estimator 

The network at time t is modeled by a 
Gaussian Process (GP). The likelihoods of 
network data at different time stamps are 
combined by kernel weights. A Bayesian 
posterior estimate for the GP generates a 
smooth estimator for the network evolution 
over time. A computationally efficient 
approximation algorithm based on 
exponential-propagation (EP) was 
developed to solve the Bayesian posterior 
estimation.  

The underlying assumption of this model is 
that the GP is smooth in time, i.e., its 1st and 
2nd order derivatives w.r.t. time are upper-
bounded by a finite constant.  So this model 
is applicable to networks that evolve 
smoothly in time. It can easily incorporate 
attribute and multi-type, multi-dimension 
relational data into the modeling. The 
limitation is the difficulty in checking the 
smoothness assumption holds. 

(2) A state-
space 
framework 

The networks at different time stamps are 
modeled by state vectors that are related to
each other by a Markov dynamic model. 
The network data at each time stamp is 
related to the state vector at that time 
through a probability distribution that can 
be approximated to a Gaussian distribution 
by EP. An algorithm similar to optimal 
Bayesian filtering was developed to solve 
the state vector estimation. This model is 

This model explicitly characterizes the 
network dynamics by putting a state space 
model on the model parameters. This 
provides a clean interpretation for the 
dynamics and also makes it easier to model 
different kinds of anomalies. It can easily 
incorporate attribute and multi-type, multi-
dimension relational data into the modeling. 
The downside may be the computational 
cost of the solution algorithm since it is 
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similar to the state space model in the 
literature but extended to a network setting.

executed recursively.  

(3) A 
spectral 
evolution 
model 

Spectral decomposition of networks at 
each time stamp is done with a constraint 
that the eigenvectors for different time 
stamps are related by a transformation 
matrix to cope with the translational, 
rotational and scaling effects. An 
optimization algorithm was developed to 
estimate the eigenvalues and eigenvectors 
at different time stamps. 

This model characterizes the spectral 
evolution of the networks, i.e., the evolution 
in the eigen-space not the original space. So
it provides a different but complementary 
perspective to the other two proposed 
models. This has clear interpretation that the
eigenvalues capture how the density of the 
networks evolves and the eigenvectors 
capture how the structure/connectivity of the 
networks evolves. This model cannot easily 
incorporate attribute data. Efficient 
algorithms for spectral decomposition of 
large networks are yet to be developed.   

   

Aim 3: Based on the proposed dynamic models, we further developed methods for detecting 
abnormal changes. 

Ongoing research: We believe that we have accomplished the most challenging part – model 
development, during the nine-month project performance period. We are currently doing 
extensive simulation experiments to evaluate and compare the three proposed models. We 
have also found a very good resource of publicly available large network data repository, 
http://snap.stanford.edu/data/index.html.  We plan to apply our models to these data and 
compare the results with published literature on the same data. We plan to present the research 
results in INFORMS 2014 Annual Conference and also submit a journal paper.  

Collaboration: 

In a mixer event to promote academia-defense industry collaboration, the PI presented some of 
the research results, which drew great attention from US Army Electronic Proving Ground 
(EPG). Later, the PI developed a collaborative project with EPG for modeling large mobile 
communication networks and monitoring and detecting poor quality of service (QoS) and 
potential adversarial intrusion. Mobile communication networks are commonly deployed in 
battlefields for soldiers to communicate with each other and with the commander for situation 
awareness and mission accomplishment. The QoS and security of the networks are crucial.  
 

Education and human resource development:  

Change detection or SPC for network data has not been traditionally taught in industrial 
engineering classes. With the abundance of network data in various application domains, there 
is an urgent need to introduce new methodologies for network data modeling and monitoring to 
students. The PI has incorporated part of the research results into the teaching materials of her 
advanced SPC class. In addition, the PI was successfully promoted to Associate Professor with 
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tenure, for which this grant served as one honorable recognition. The Ph.D. student supported 
by this grant also made very good progress toward his thesis.   
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Appendix A: Details for the Statistical Formulation and Solution Algorithms for 
Three Proposed Dynamic Models 

We propose three different methods for modeling network dynamics.  

Assume that there are N nodes in the network. Denote the nodes by ݔଵ, … ,  ே. Each node isݔ
associated with a vector of attributes. Let ܉௜ denote the vector of attributes for node ݔ௜. Let ણሺ୲ሻ 
be the observed network/relational data of the nodes at time ݐ. ણሺ୲ሻ is an ܰ ൈ ܰ matrix. ࣟ௜௝

ሺ௧ሻ 

denote a link between nodes ݔ௜ and ݔ௝ in ણሺ୲ሻ. The value of ࣟ௜௝
ሺ௧ሻ can be 0/1 to represent the 

existence of a relation or a numerical number to represent the strength of a relation.  

Model 1: A kernel-smoothing estimator for latent dynamic networks 

Formulation: We can model the latent network dynamics by a time-varying Gaussian Process 

(GP). Let ܎ሺ௧ሻ ൌ ቀ ଵ݂
ሺ௧ሻ, … , ே݂

ሺ௧ሻቁ
்
be random variables corresponding to nodes ݔଵ, … ,  .ݐ ே at timeݔ

The prior distribution of ܎ሺ௧ሻ is assumed to be a zero-mean GP whose covariance matrix is 

defined by the attribute data, i.e., ݌൫܎ሺ௧ሻ൯ ൌ ,ሺ૙ܲܩ ۹௔ሻ and ۹௔൫ݔ௜, ௝൯ݔ ൌ ݌ݔ݁ ቆെ
ฮ܉೔ି܉ೕฮమ

మ

ଶఙೌ
మ ቇ. The 

likelihood function of link ࣟ௜௝
ሺ௧ሻ is given as follows [1]: 

݌ ቀࣟ௜௝
ሺ௧ሻ ൌ 1ቚ ௜݂

ሺ௧ሻ, ௝݂
ሺ௧ሻ, ,௜ߜ ௝ቁߜ ൌ ቊ1      ݂݅ ቀ ௜݂

ሺ௧ሻ ൅ ௜ቁߜ ቀ ௝݂
ሺ௧ሻ ൅ ௝ቁߜ ൐ 0

.݋                                0                        ݓ
,   

,௜~ܰ൫0ߜ ఋߪ
ଶ൯ denotes measurement errors. Though 0/1-type network data is considered here, we 

will show later that this framework allows incorporation of numerical-valued network data. 
Integrating out ߜ௜ and ߜ௝,  

݌ ቀࣟ௜௝
ሺ௧ሻ ൌ 1ቚ ௜݂

ሺ௧ሻ, ௝݂
ሺ௧ሻቁ ൌ Φ ൬௙೔

ሺ೟ሻ

ఙഃ
൰Φቆ

௙ೕ
ሺ೟ሻ

ఙഃ
ቇ ൅ ൭1 െ Φ ൬௙೔

ሺ೟ሻ

ఙഃ
൰൱ ൭1 െ Φቆ

௙ೕ
ሺ೟ሻ

ఙഃ
ቇ൱.                                   (1) 

Φሺ·ሻ is the cumulative density function of the standard Gaussian distribution. Assuming the links 
are independent, the likelihood function of the network is ݌൫ણሺ୲ሻห܎ሺ௧ሻ൯ ൌ ∏ ݌ ቀࣟ௜௝

ሺ௧ሻቚ ௜݂
ሺ௧ሻ, ௝݂

ሺ௧ሻቁ௜,௝ . 

Consider that the distribution of ܎ሺ௧ሻ changes smoothly over time. Then, the joint likelihood of the 
networks at all times can be written as a weighted combination of individual likelihoods and the 
weights are kernel functions of time, i.e.,  

log ,൫ણሺଵሻ݌ … , ણሺTሻห܎ሺ௧ሻ൯ ൌ ∑ ሺ௦,௧ሻݓ log ሺ௧ሻ൯்܎൫ણሺ௦ሻห݌
௦ୀଵ , 

where ݓሺ௦,௧ሻ ൌ ߢ ቀ|௦ି௧|
௛

ቁ ∑ ߢ ቀ|௦ି௧|
௛

ቁ்
௦ୀଵൗ . According to this definition, the weight is the largest when 

ݏ ൌ  ሺ௧ሻ܎ Using this joint likelihood function, the posterior of .ݐ is away from ݏ and decreases as ݐ
is  
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,ሺ௧ሻหણሺଵሻ܎൫݌ … , ણሺTሻ൯ ൌ ሺ௧ሻ൯܎൫݌ ൈ ∏ ሺ௧ሻ൯௪ሺೞ,೟ሻ܎൫ણሺ௦ሻห݌
்
௦ୀଵ .                                                                 (2) 

Estimation: The exact posterior distribution in this form is non-parametric. Though 
computational methods like MCMC can be used to sample from the exact posterior distribution, 
it is computationally too intense for large networks. We propose an approximation method 
based on expectation-propagation (EP) [2] to obtain an approximate Gaussian distribution for 
the exact posterior distribution. Specifically, we approximate ݌ ቀࣟ௜௝

ሺ௦ሻቚ ௜݂
ሺ௧ሻ, ௝݂

ሺ௧ሻቁ by a Gaussian 

distribution ݎ௜௝
ሺ௦ሻ݁݌ݔ ቌെ ଵ

ଶ
൥ ௜݂

ሺ௧ሻ

௝݂
ሺ௧ሻ൩

்

મ୧୨
ሺୱሻ ൥ ௜݂

ሺ௧ሻ

௝݂
ሺ௧ሻ൩ቍ where ݎ௜௝

ሺ௦ሻ and મ୧୨
ሺୱሻ are successively optimized by 

locally minimizing the K-L divergence. At the equilibrium the EP algorithm returns a Gaussian 
approximation to ݌൫ણሺ௦ሻห܎ሺ௧ሻ൯~ܰ ቀ૙, મሺୱሻିଵቁ, where મሺୱሻ ൌ ∑ મ෡୧୨

ሺୱሻ
୧,୨ . મ෡ ୧୨

ሺୱሻ is મ୧୨
ሺୱሻ augmented to an 

ܰ ൈ ܰ matrix. Inserting this approximate distribution to (2), the posterior distribution of ܎ሺ௧ሻ 

becomes ݌൫܎ሺ௧ሻหણሺଵሻ, … , ણሺTሻ൯~ܰ ቀ૙, ൫۹௔
ିଵ ൅ ∑ ሺ௦,௧ሻ்ݓ

௦ୀଵ મሺୱሻ൯ିଵቁ. That is, the inverse covariance 
matrix of the approximate posterior Gaussian distribution is a sum of the prior inverse 
covariance matrix and a kernel-smoothing estimator of the inverse covariance matrix based on 
network data.  

As a more efficient approach,  મሺୱሻ can be obtained from the graph Laplacian matrix of the 
network. In this way, numerical-valued network data can also be incorporated using a weighted 
graph Laplacian matrix.  

In this way, the latent dynamic networks can be characterized by the posterior inverse 
covariance matrix,  ۹௔

ିଵ ൅ ∑ ሺ௦,௧ሻ்ݓ
௦ୀଵ મሺୱሻ, ݐ ൌ 1, … ܶ. Note that if ܶ ൌ  then it is an estimation ,ݐ

problem; if ܶ ൏ ܶ it is a prediction problem; if ,ݐ ൐   .it is an smoothing problem ,ݐ

Extension: If there are multi-dimension networks at each time ݏ, the ݌൫ણሺ௦ሻห܎ሺ௧ሻ൯ in (2) can be 
written as ݌൫ણሺ௦,ଵሻ, … , ણሺ௦,ெሻห܎ሺ௧ሻ൯, where ܯ denotes the number of networks under consideration. 

,൫ણሺ௦,ଵሻ݌ … , ણሺ௦,ெሻห܎ሺ௧ሻ൯ ൌ ∏ ሺ௧ሻ൯ெ܎൫ણሺ௦,௠ሻห݌
௠ୀଵ . Then, all pervious derivations apply naturally.  

Model 2: A state-space framework for latent dynamic networks 

Formulation: In this formulation, the dynamics of the latent networks is modeled by a state-
space model, i.e., ݌൫܎ሺ௧ሻห܎ሺ௧ିଵሻ, … ,  ሺଵሻ൯. Under the simplest scenario when the Markov property܎
holds, ݌൫܎ሺ௧ሻห܎ሺ௧ିଵሻ, … , ሺଵሻ൯܎ ൌ  ,ሺ௧ିଵሻ൯. Assuming a linear Gaussian state-space model܎ሺ௧ሻห܎൫݌

ሺ௧ሻ܎ ൌ ሺ௧ିଵሻ܎ሺ௧ିଵሻۯ ൅  ,ሺ௧ିଵሻܙ

,ሺ௧ିଵሻ~ܰ൫૙ܙ    ,.ሺ௧ିଵሻ൯. The measurement model is the same as (1), i.eۿ

ሺ௧ሻ൯܎൫ણሺ୲ሻห݌ ൌ ∏ ݌ ቀࣟ௜௝
ሺ௧ሻ ൌ 1ቚ ௜݂

ሺ௧ሻ, ௝݂
ሺ௧ሻቁ௜,௝ .                                                                                      (3) 
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Estimation: Following the Bayesian optimal filtering theory [3], the estimation for ܎ሺ௧ሻ can be 
conducted recursively as follows: 

Initialization: ݌൫܎ሺ଴ሻ൯~ܲܩሺ૙, ۹௔ሻ defined by the attribute data 

Prediction: the predicted distribution of ܎ሺ௧ሻ given data from time ݏ ൌ 1, … , ݐ െ 1 is: 

ሺ௧ሻหણሺଵ:୲ିଵሻ൯܎൫݌ ൌ ׬ ሺ௧ିଵሻหણሺଵ:୲ିଵሻ൯܎൫݌ሺ௧ିଵሻ൯܎ሺ௧ሻห܎൫݌  ሺ௧ିଵሻ.                                                           (4)܎݀

Update: given the data at time ݐ, the posterior distribution of ܎ሺ௧ሻ can be computed by the Bayes’ 
rule: 

ሺ௧ሻหણሺଵ:୲ሻ൯܎൫݌ ൌ ଵ
௓೟

ሺ௧ሻหણሺଵ:୲ିଵሻ൯܎൫݌ ൈ  ሺ௧ሻ൯,                                                                            (5)܎൫ણሺ୲ሻห݌

ܼ௧ is a normalization constant. 

We can use the EP algorithm to approximate the distribution in (3) by 
ܰ~ሺ௧ሻ൯܎൫ણሺ௧ሻห݌ ቀ܎ሺ୲ሻ|૙, મሺ୲ሻିଵቁ. Let ݌൫܎ሺ௧ሻหણሺଵ:୲ሻ൯ ൌ ܰ൫܎ሺ௧ሻห૙,   ,ሺ௧ሻ൯. Then۾

ሺ௧ሻหણሺଵ:୲ିଵሻ൯܎൫݌ ൌ ܰ ቀ܎ሺ௧ሻห૙, ሺ௧ିଵሻ்ۯሺ௧ିଵሻ۾ሺ௧ିଵሻۯ ൅  .ሺ௧ିଵሻቁۿ

Furthermore, ݌൫܎ሺ௧ሻหણሺଵ:୲ሻ൯ ן ܰ ቀ܎ሺ௧ሻห૙, ሺ௧ିଵሻ்ۯሺ௧ିଵሻ۾ሺ௧ିଵሻۯ ൅ ሺ௧ିଵሻቁۿ ܰ ቀ܎ሺ୲ሻ|૙, મሺ୲ሻିଵቁ ൌ

ܰ ቆ܎ሺ௧ሻห૙, ൜ቄۯሺ௧ିଵሻ۾ሺ௧ିଵሻۯሺ௧ିଵሻ் ൅ ሺ௧ିଵሻቅۿ
ିଵ

൅ મሺ୲ሻൠ
ିଵ

ቇ. 

Consider a special case when ۯሺ௧ିଵሻ ൌ ۷ and ۿሺ௧ିଵሻ ൌ ௤ߪ
ଶ۷. Then, the prediction and update in 

(4) and (5) become: 

ሺ௧ሻหણሺଵ:୲ିଵሻ൯܎൫݌ ൌ ܰ൫܎ሺ௧ሻห૙, ሺ௧ିଵሻ۾ ൅ ௤ߪ
ଶ۷൯, and 

ሺ௧ሻหણሺଵ:୲ሻ൯܎൫݌ ൌ ܰ ൬܎ሺ௧ሻห૙, ቄ൛۾ሺ௧ିଵሻ ൅ ௤ߪ
ଶ۷ൟିଵ ൅ મሺ୲ሻቅ

ିଵ
൰ . 

Write out a few time stamps:  

at ݐ ൌ ሺଵሻหણሺଵ:଴ሻ൯܎൫݌ ,1 ൌ ,ሺ૙ܲܩ~ሺ଴ሻ൯܎൫݌ ۹௔ሻ and ݌൫܎ሺଵሻหણሺଵ:ଵሻ൯ ൌ ܰ ቀ܎ሺଵሻห૙, ൫۹௔
ିଵ ൅ મሺଵሻ൯ିଵቁ 

at ݐ ൌ ሺଶሻหણሺଵ:ଵሻ൯܎൫݌ ,2 ൌ ܰ ቀ܎ሺଶሻห૙, ൫۹௔
ିଵ ൅ મሺଵሻ൯ିଵ ൅ ௤ߪ

ଶ۷ቁ and ݌൫܎ሺଶሻหણሺଵ:ଶሻ൯ ൌ ܰ ቆ܎ሺଶሻห૙, ൜ቄ൫۹௔
ିଵ ൅

મሺଵሻሻିଵ ൅ ௤ߪ
ଶ۷ൟିଵ

൅ મሺଶሻቅ
ିଵ

൰.  

If static networks are assumed, i.e, ߪ௤
ଶ ൌ 0. Then, ݌൫܎ሺ௧ሻหણሺଵ:୲ିଵሻ൯ ൌ ܰ ቀ܎ሺ௧ሻห૙, ൫۹௔

ିଵ ൅ મሺଵሻ ൅ ڮ ൅

મሺ୲ିଵሻሻିଵ൯ and ݌൫܎ሺ௧ሻหણሺଵ:୲ሻ൯ ൌ ܰ ቀ܎ሺ௧ሻห૙, ൫۹௔
ିଵ ൅ મሺଵሻ ൅ ڮ ൅ મሺ୲ሻ൯ିଵቁ.  
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If ۯሺ௧ିଵሻ ൌ ۯ்ۯ ,ۯ ൌ ۷, and ߪ௤
ଶ ൌ 0, then, ݌൫܎ሺ௧ሻหણሺଵ:୲ିଵሻ൯ ൌ ܰ൫܎ሺ௧ሻห૙,  ൯ and்ۯሺ௧ିଵሻ۾ۯ

ሺ௧ሻหણሺଵ:୲ሻ൯܎൫݌ ൌ ܰ ൬܎ሺ௧ሻห૙, ቄ۾ۯሺ௧ିଵሻିଵ்ۯ ൅ મሺ୲ሻቅ
ିଵ

൰. 

Extension: If there are multi-dimension networks at each time ݐ, the ݌൫ણሺ௧ሻห܎ሺ௧ሻ൯ in (5) can be 
written as ݌൫ણሺ௧,ଵሻ, … , ણሺ௧,ெሻห܎ሺ௧ሻ൯, where ܯ denotes the number of networks under consideration. 

,൫ણሺ௧,ଵሻ݌ … , ણሺ௧,ெሻห܎ሺ௧ሻ൯ ൌ ∏ ሺ௧ሻ൯ெ܎൫ણሺ௧,௠ሻห݌
௠ୀଵ . Then, all pervious derivations apply naturally.  

Model 3: A spectral evolution model for latent dynamic networks 

Formulation: A spectral decomposition for a network is ણሺ୲ሻ ൌ ሺ୲ሻT, where ۲ሺ୲ሻ܃ሺ୲ሻ۲ሺ୲ሻ܃ ൌ
݀݅ܽ݃൫݀ଵ , ݀ଶ , … , ݀௄ ൯ is a diagonal matrix consisting of  ܭ non-zero eigenvalues of ણሺ୲ሻ and 

ሺ୲ሻ܃ ൌ ቂܝଵ
ሺ୲ሻ, … , Kܝ

ሺ୲ሻቃ consist of eigenvectors, ܭ ൑ ܰ. For noisy network data, ۲ሺ୲ሻ can consist the 

first ܭ significantly large eigenvalues. In network spectral analysis [4], it has been found that ۲ሺ୲ሻ 
characterizes the density of the network and ܃ሺ୲ሻ characterizes the structure of the network.  

In conventional network spectral analysis, it assumes that there is a “constant” ܃ underlying the 
network evolution. To extend it, our formulation allows that ܃ሺ௧ሻ ൌ  ۰ሺ௧ሻ where ۰ሺ௧ሻ is the܃
transformation matrix to cope with the translational, rotational and scaling effects. Given the 
network data ણሺଵሻ, … , ણሺTሻ, modeling the network dynamics can be formulated into the following 
optimization problem: 

                                             min܃ሺ೟ሻ,۲ሺ೟ሻ,۰ሺ೟ሻ,܃,௧ୀଵ,…,் ൜∑ ቛ۳ሺ௧ሻ െ ሺ௧ሻ்܃ሺ௧ሻ۲ሺ௧ሻ܃
ቛ

ி

ଶ
்
௧ୀଵ ൠ, 

                          Subject to ൫܃ሺ௧ሻ൯
்

ሺ௧ሻ܃ ൌ ሺ௧ሻ܃ ,1 ൌ ݐ ۰ሺ௧ሻ for܃ ൌ 1,2, … , ܶ.                            (6) 

Estimation: It is not hard to derive that (6) is equivalent to the following: 

                                    min܃ሺ೟ሻ,۲ሺ೟ሻ,۱ሺ೟ሻ,௧ୀଵ,…,் ൜∑ ቛ۳ሺ௧ሻ െ ሺ௧ሻ்܃ሺ௧ሻ۲ሺ௧ሻ܃
ቛ

ி

ଶ
்
௧ୀଵ ൠ                                  

                           Subject to ൫܃ሺ௧ሻ൯
்

ሺ௧ሻ܃ ൌ ሺ௧ሻ܃ ,1 ൌ ݐ ሺ௧ିଵሻ۱ሺ௧ሻ for܃ ൌ 1,2, … , ܶ.                          (7) 

Because ܃ሺ௧ሻ consists of ܭ eigenvectors orthogonal to each other, solving the optimization in (7) 
can be done sequentially for each eigenvector and recursively along the time, i.e.,  

                                               minௗሺ೟ሻ,ܝሺ೟ሻ ቛ۳෨ ሺ௧ሻ െ ݀ሺ௧ሻܝሺ௧ሻܝሺ௧ሻ்
ቛ

ி

ଶ
                                  

                                        Subject to ܝሺ௧ሻ்
ሺ௧ሻܝ ൌ ሺ௧ሻܝ ,1 ൌ  ሺ௧ሻ                                            (8)܋ሺ௧ିଵሻ܃

Start from ۳෨ሺ௧ሻ ൌ ۳ሺ௧ሻ. After ܝሺ௧ሻ and ݀ሺ௧ሻ are obtained by solving (8), ۳෨ ሺ௧ሻ ൌ ۳ሺ௧ሻ െ
መ݀ሺ௧ሻܝෝሺ௧ሻܝෝሺ௧ሻ்

and (8) is solved again to obtain the next pair of eigenvalue and eigenvector. ܃ሺ௧ିଵሻ 
is treated as constant, i.e., the estimated eigenvector matrix for the previous time stamp. 
Though the proof is omitted here, we have derived that the first pair of eigenvalue and 
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eigenvector can be obtained by the largest eigenvalue and corresponding eigenvector for matrix  

۳ሺ௧ሻ܃ሺ௧ିଵሻ ቀ܃ሺ௧ିଵሻ்
ሺ௧ିଵሻቁ܃

ିଵ
ሺ௧ିଵሻ்܃

൫۳ሺ௧ሻ൯
்.  

Appendix B: Details for Change Detection based on the Three Proposed Dynamic 
Models  

Change detection based on model 1: Let ણሺଵሻ, … , ણሺTሻ be the dynamic networks during the 
normal time period ݐ ൌ 1, … , ܶ. Let כݐ be a future time at which we want to determine if there is 
an abnormal change occurring. Based on model 1 described in Appendix A, we can derive a 
predicted distribution for the network at time כݐ from the dynamic evolving trajectory during the 
normal time period, i.e.,  

,ሻหણሺଵሻכሺ௧܎൫݌ … , ણሺTሻ൯~ܰ ቀ૙, ൫۹௔
ିଵ ൅ ∑ ሻ்כሺ௦,௧ݓ

௦ୀଵ મሺୱሻ൯
ିଵ

ቁ. 

It can be further derived that the ቂ ௜݂
ሺ௧כሻ, ௝݂

ሺ௧כሻቃ
்
associated with nodes ݔ௜ and ݔ௝ follows a 

Gaussian distribution ቂ ௜݂
ሺ௧כሻ, ௝݂

ሺ௧כሻቃ
்

~ܰ൫૙, ઱௜௝
כ ൯, where ઱௜௝

כ ൌ ቈ
κכሺݔ௜, ௜ሻݔ κכ൫ݔ௜, ௝൯ݔ
κכ൫ݔ௜, ௝൯ݔ κכ൫ݔ௝, ௝൯ݔ

቉. κכ൫ݔ௜, ௝൯ݔ ൌ

κ൫ݔ௜, ௝൯ݔ െ ૂ௜
்൫۷ ൅ ۹௔ ∑ ሻ்כሺ௦,௧ݓ

௦ୀଵ મሺୱሻ൯
ିଵ

∑ ሻ்כሺ௦,௧ݓ
௦ୀଵ મሺୱሻ

௝ૂ. κ൫ݔ௜,  ௝൯ is the element at the ݅–thݔ
row and ݆–th column of ۹௔ . ૂ௜ is a column vector corresponding to the ݅–th column of ۹௔ .  

Then, the predicted distribution for a link between ݔ௜ and ݔ௝ at time כݐ is: 

݌ ቀࣟ௜௝
ሺ௧כሻቚ ણሺଵሻ, … , ણሺTሻቁ ൌ ׬ ݌ ቀࣟ௜௝

ሺ௧כሻቚ ௜݂
ሺ௧כሻ, ௝݂

ሺ௧כሻቁ  ܰ ൬ቂ ௜݂
ሺ௧כሻ, ௝݂

ሺ௧כሻቃ
்

ฬ ૙, ઱௜௝
כ ൰ ݀ ௜݂

ሺ௧כሻ݀ ௝݂
ሺ௧כሻ, 

which can be derived to be equal to ݌ ቀࣟ௜௝
ሺ௧כሻቚ ણሺଵሻ, … , ણሺTሻቁ ൌ ଵ

ଶ
൅

௔௥௖௦௜௡ቀ௥ࣟ೔ೕ
ሺ೟כሻቁ

గ
, where ݎ ൌ

சכ൫௫೔,௫ೕ൯

ටசכሺ௫೔,௫೔ሻசכ൫௫ೕ,௫ೕ൯
. Once the network at time כݐ is observed, the probability of the network 

according to the normal evolving trajectory can be computed as ∏ ݌ ቀࣟ௜௝
ሺ௧כሻቚ ણሺଵሻ, … , ણሺTሻቁ௜௝ . 

Though more sophisticated change detection rules are to be developed, an intuitive and 
practically good approach is to compare this probability with that of a random network, i.e., the 
probability of a link existing between any two nodes is 0.5. If ∏ ݌ ቀࣟ௜௝

ሺ௧כሻቚ ણሺଵሻ, … , ણሺTሻቁ௜௝  is bigger 

than a random network, then it means that there is some kind of abnormal change at time כݐ.  

Change detection based on model 2: Because model 2 also produces a predicted distribution 
for the network at a future time כݐ, a similar approach to the change detection method based on 
model 1 can be applied. The details are omitted here because only minimum modification is 
needed. 

Change detection based on model 3: We employ the recently developed distribution-free 
control chart, the Reproducing Kernel Hilbert Space (RKHS)-EWMA chart [5], for monitoring ܃ 
and ۲. Specifically, in what follows, we illustrate how the RKHS-EWMA chart can be employed 
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for monitoring ۲, while the monitoring of ܃ follows similar procedure. The estimated 
൛܃ሺଵሻ, ,ሺଶሻ܃ … , ,ሺ்ሻൟ and ൛۲ሺଵሻ܃ ۲ሺଶሻ, … , ۲ሺ்ሻൟ from the in-control training data ൛۳ሺଵሻ, ۳ሺଶሻ, … , ۳ሺ்ሻൟ 
provides an in-control library of the normal states of the process. We denote the in-control 
process distribution as ூܲ஼ሺݔሻ where ൛۲ሺଵሻ, ۲ሺଶሻ, … , ۲ሺ்ሻൟ are its samples. In the process 
monitoring phase, individual network data will be continuously collected, denoted as 
۳ሺ்ାଵሻ, ۳ሺ்ାଶሻ, … , ۳ሺ்ାேሻ. Then, we can estimate the ۲ሺ்ାଵሻ, ۲ሺ்ାଶሻ, … , ۲ሺ்ାேሻ  and 
,ሺ்ାଵሻ܃ ,ሺ்ାଶሻ܃ … ,   .ሺ்ାேሻ by solving (8)܃

The RKHS-EWMA chart is employed to detect the process change in ۲ሺ்ାଵሻ, ۲ሺ்ାଶሻ, … , ۲ሺ்ାேሻ 
by comparing them with the in-control library ൛۲ሺଵሻ, ۲ሺଶሻ, … , ۲ሺ்ሻൟ. Formerly, the process model 
under study can be written as 

                    ۲ሺ்ା௡ሻ~ ൜ ூܲ஼ሺ࢞ሻ, ݊ ݎ݋݂ ൌ 1,2, … , ߬
ைܲ஼ሺ࢞ሻ, ݊ ݎ݋݂ ൌ ߬ ൅ 1, ߬ ൅ 2, …,                                                 

Here, ߬ is the time point when a process change occurs, and ைܲ஼ሺ࢞ሻ is the out-of-control 
process distribution. We let ௧ܲሺ࢞ሻ denote the process distribution at time point ݐ, i.e., ௧ܲሺ࢞ሻ 
equals to ூܲ஼ሺݔሻ when ݐ ൑ ߬, and ௧ܲሺ࢞ሻ equals to ைܲ஼ሺݔሻ when ݐ ൐ ߬. The essential component of 
process monitoring is the computation of the distance between two distributions, ܦሺ ூܲ஼, ௧ܲሻ. An 
out-of-control signal will be triggered if the estimated ܦሺ ூܲ஼, ௧ܲሻ is statistically different from zero. 
In the estimation of ܦሺ ூܲ஼, ௧ܲሻ, many conventional SPC methods first estimate ூܲ஼ and ௧ܲ in 
either parametric or nonparametric (or distribution-free) way. However, the estimation of high-
dimensional distributions has been recognized as an ill-posed inverse problem, which is 
generally very difficult to solve and needs a very large number of samples to guarantee an 
acceptable estimation uncertainty, in order to not overwhelm the subsequent estimate of the 
distance. In contrast to many conventional SPC methods, the RKHS-EWMA chart estimates 
ሺܦ ூܲ஼, ௧ܲሻ directly, by uniquely embedding ூܲ஼ and ௧ܲ in the RKHS. Details of how to implement 
the RKHS-EWMA chart can be found in [5].  
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